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Sébastien Bubeck

joint work with Rémi Munos
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Exploration in a stochastic and discounted environment

Parameters available to the agent: discount factor γ ∈ (0, 1),
finite set of actions A, number of rounds n.

Parameters unknown to the agent: the reward distributions
(over [0, 1]) ν(a), a ∈ A∗, with mean µ(a).

For each episode m ≥ 1; for each moment in the episode t ≥ 1;

1 If n actions have already been performed then the agent
outputs an action a(n) ∈ A and the game stops.

2 The agent chooses an action am
t ∈ A.

3 The environment draws Y m
t ∼ ν(am

1:t) and the agent receives
the reward γtY m

t .
4 The agent decides to either move the next moment t + 1 in

the episode or to reset to its initial position and move the
next episode m + 1.

S. Bubeck & R. Munos OLOP (Open-Loop Optimistic Planning)
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Simple regret

Goal: find the optimal immediate action.

Define the value of a sequence of actions a ∈ Ah as:

V (a) = sup
u∈A∞:u1:h=a

∑

t≥1

γtµ(u1:t).

Define the simple regret of a planner as

rn = max
a∈A

V (a) − V (a(n)).
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Uniform planning

Let H ∈ N be the largest integer such that HKH ≤ n.

For each sequence of actions a ∈ AH , allocate one episode (of
length H) to estimate the value of the sequence a. That is,
receive Y a

t ∼ ν(a1:t), 1 ≤ t ≤ H (drawn independently).

Compute, for all a ∈ Ah, h ≤ H,

µ̂(a) =
1

KH−h

∑

b∈AH :b1:h=a

Y b

h .

Compute, for all a ∈ AH , V̂ (a) =
∑

H

t=1 γt µ̂(a1:t).

Let a(n) ∈ A be the first action of the sequence
arg maxa∈AH V̂ (a).
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Regret bound for uniform planning

Theorem

Uniform planning satisfies:

Ern =






Õ

(
n
−

log 1/γ
log K

)
if γ

√
K > 1,

Õ

(
n−

1
2

)
if γ

√
K ≤ 1.
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Minimax lower bound

Theorem

Any agent satisfies:

sup
ν

Ern =






Ω

(
n
−

log 1/γ
log K

)
if γ

√
K > 1,

Ω

(
n−

1
2

)
if γ

√
K ≤ 1.
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OLOP (Open-Loop Optimistic Planning)

Let L = ⌈log n/(2 log 1/γ)⌉ and M be the largest integer such that
ML ≤ n.

For each episode m = 1, 2, . . . ,M;

1 The agent computes the B–values at time m − 1 for
sequences of actions in AL and chooses

am ∈ argmax

a∈AL

Ba(m − 1).

2 The environment draws the sequence of rewards
Y m

t ∼ ν(am
1:t), t = 1, . . . , L.

Return an action that has been the most played:
a(n) = argmaxa∈A Ta(M).

S. Bubeck & R. Munos OLOP (Open-Loop Optimistic Planning)
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Definition of B–values

For any 1 ≤ h ≤ L, for any a ∈ Ah, let

Ta(m) =
∑

m

s=1 1{as

1:h = a},
µ̂a(m) = 1

Ta(m)

∑
m

s=1 Y s

h
1{as

1:h = a},

Ua(m) =
∑

h

t=1

(
γt µ̂a1:t (m) + γt

√
2 log M

Ta1:t (m)

)
+ γh+1

1−γ .

Now for sequences a ∈ AL, let

Ba(m) = inf
1≤h≤L

Ua1:h
(m).
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Regret bound for OLOP

Define κc ∈ [1, K ] as the branching factor of the set of sequences

in Ah that are c γh+1

1−γ -optimal, where c > 0, i.e.

κc = lim sup
h→∞

∣∣∣∣

{
a ∈ Ah : V (a) ≥ V − c

γh+1

1 − γ

}∣∣∣∣
1/h

.

Theorem

For any κ′ > κ2, OLOP satisfies:

Ern =






Õ

(
n
−

log 1/γ

log κ′

)
if γ

√
κ′ > 1,

Õ

(
n−

1
2

)
if γ

√
κ′ ≤ 1.
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Comparison with Zooming Algorithm, HOO, UCB-Air
(case γ

√
K > 1)

log
1/γlog
K

log
1/γlog
κ

1/γlog
logK/ 1/log+κ γ

1/2

log n
rnlog (bound on     )

OLOP

HOO, Zooming

κKKγ2γ1/1

1/γ
K+
log

log γ1/2log

Uniform

UCB−AIR
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